EE365: More Information Patterns

Measuring w and =

Measuring = and part of w



Measuring w and x



DP for modified information pattern

» suppose w; is known (as well as ;) before u; is chosen

» typical applications: action is chosen after current (random) price, cost, de-
mand, congestion is revealed

» policy has form u; = pe(me, we), pe : Xe X Wy — Uy

» can map this into our standard form, but it's more natural to modify DP to
handle it directly



Optimal value function when w; is known

» define
T—1
* .
vi () = min E E gr(Zr,ur,ws) + gr(zr)| 2t = T
ot st 150 T —1
T=t
» minimization is over policies p, ..., ur—1, functions of x and w

» subject to dynamics x¢41 = fi(xe, ue, we)

» v;(x) is expected cost-to-go, using an optimal policy, if you are in state x at
time t, before w; is revealed



Dynamic programming for w; known

» define vr(z) := gr(x)
» fort=T-1,...,0,
» find optimal policy for time ¢ in terms of v} ;:

ﬂ:(x7 ’U_)) € argmin (gt(:v,u, w) + 'U:+1(ft($,’u, w)))

» find vy using p;:
vi (z) := B (g:(z, i (z, wi), we) + vip (fe(@, pi (2, we),w1))
(expectation is over wy)

» only need to store a value function on X}, even though policy is a function
on Xy x W;



Measuring x and part of w



DP for modified information pattern Il

» suppose w; = (w{, w;) splits into independent components
» w; is known (as well as 2;) before u, is chosen
> wf is not known before u; is chosen

» policy has form wus = pe (e, wi), pe : Xe x Wi — U,

» can map this into our standard form, but it's more natural to modify DP to
handle it directly



Optimal value function when w; is known

» define
T-1
* .
vi (x) = min E E gr(Tr,ur,ws) + gr(zr)|2e = T
ot st 150 T —1
T=t
» minimization is over policies p, ..., ur—1, functions of x and w

» subject to dynamics z¢+1 = fi (@, us, we)

» v;(x) is expected cost-to-go, using an optimal policy, if you are in state x at

time t, before w} is revealed



Dynamic programming for w; known

» define vy (z) := gr(x)
» fort=T-1,...,0,
» find optimal policy for time ¢ in terms of v} ;:
pi(z,w') € argmin B (ge(x,u, (whwi)) + vfea (felz,u, (W', w?))))
(expectation is over w?)
» find v using u;:
vi (2) = B (ge(e, ui (2, wp), we) + 04 (fe(e, 1i (2, w07), wr)))
(expectation is over wy)

» only need to store a value function on X;, even though policy is a function
on X; x W}



