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7 - Continuous random variables
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Continuous random variables

A continuous random variable x : () — R is specified by its (induced) cumulative distri-
bution function (cdf)

F*(z) = Prob(x < 2)

\/

Then we have
Prob(z € [a,b]) = F*(b) — F*(a™)
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Properties of the cumulative distribution function

\

o ['“(a) >0 foralla
e [ is a non-decreasing function F*(a) < F*(b) ifa <b
e [ is right continuous, i.e,.

lim F*(z) = F*(a)

z—a™t
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Properties of the cumulative distribution function

If F* is differentiable, then the induced probability density function (pdf) is

_ dF*(z)
 dz

p*(2)

then

Prob(z € |a,b]) = / p*(z)dz

e Notice that p”(z) is not a probability; it may be greater than 1.

e We use notation z ~ p* to mean x is a random variable with pdf p*
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Properties of the cumulative distribution function

If « is a discrete random variable, then F' is just a staircase function

\ 4

e The corresponding probability density function is a sum of ¢ functions.
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The uniform random variable

The uniform random variable x ~ Ula, b] has pdf

(1

pi(z)=qb—a
0 otherwise

ifa<z<b




7 -7 Continuous random variables S. Lall, Stanford 2011.01.25.01

Gaussian random variables

The random variable x is Gaussian if it has pdf

write this as z ~ N (u, 0?)

e the mean or expected value of x is E(z) = / rp(x)dr =

e the variance of x is E((z — p)?) = / (x — p)*pla) do = o
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Gaussian random variables

pdf for & ~ N(0,1) is

0.4
0.35
0.3
0.25

e p is symmetric about the mean

e decays very fast; but p(z) > 0 for all x
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Computing probabilities for Gaussian random variables

The error function is

The Gaussian CDF is

When =0 and 0 =1,
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Computing probabilities for Gaussian random variables

so for z ~ N (0, 0%) we have for a > 0

Prob(z € [—a,d]) = erf<0“ 2)

Some particular values:
Prob(z € |—0,0]) = 0.68

Prob(z € [—20,20]) =~ 0.9545

Prob(x € [—30,30]) =~ 0.9973

S. Lall, Stanford 2011.01.25.01
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Collecting data

e For discrete random variables, we can collect data and count the frequencies of
outcomes

This converges to the true pmf.

e The analogous procedure for continuous random variables uses the cumulative distri-
bution function.

Suppose S = {z1,...,2,} are n samples of a real-valued random variable.

Let F'(a) be the fraction of samples less than or equal to a, given by

_|{z€S|z§a}]
N n

F(a)

e ['is a piecewise constant function, called the empirical cdf
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Example: collecting data

Suppose z ~ N (0, 1).

The plots below show 25 and 250 data points, respectively.
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Induced probability density

Suppose we have
e 7 :{) — R is arandom variable with induced pdf p* : R — R.
e y is a function of x, given by y = g(x)

What is the induced pdf of y?

The key idea is that we need to change variables for integration of probabilities. Recall
the following.

If f and h' are continuous, then
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Induced probability density

Assume ¢’ is continuous, and ¢ is strictly increasing; i.e.,

if a < b then g(a) < g(b)

This implies that g is invertible, i.e., for every y there is a unique x such that y = g(z).

We would like to find the pdf of 4 is pY, which satisfies for a < b,

b
Prob(y € [a,1]) = / P (y) dy

We also know that this probability is
Prob(y € |a,b]) = Prob(g(x) € [a,b])
= Prob(z € [g7'(a), g~ '(b)]) since g is increasing

g (b)
—~ / p*(x)dw
9 Ha)
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Induced probability density

We have
b g (b)
[ vway= [ iaas
a g Ha)

Now we can apply the change of variables © = h(y) to the integral on the right hand side,
where h = g~!. We have

L
y) = g (g (y))
because g(1(4)) = 3. 50 S 9(h(y) = L ie. (b)) = 1

Therefore, by the change of variables formula

/abpy<y) dy = /ab ACO) dy

g (97 (v))
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Induced probability density

Since this holds for all @ and b, we have the following.

If y = g(x), and g is strictly increasing with ¢’ continuous, then the pdf of y is
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Example: linear transformations

Suppose : 2 = R, and y = ax + 3

Yy
b

We have
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Non-invertible transformations

What happens when ¢ is not invertible? e.g., when y = z?

Y
b
a
x

Prob(y € [a,b]) = Prob(z* € [a, b))
= Prob(z € [-Vb, —V/a]) + Prob(z € [ya, Vb))

—Va Vb
:/ p*(x) dm+/ p*(x)dx
—Vb Va

(=) " " (V)
—/a NG dy+/G—2\/gdy
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Simulation of random variables

We are given F': R — [0, 1]

e We would like to simulate a random variable y so that it has cumulative distribution
function F’

e We have a source of uniform random variables z ~ U0, 1]

To construct ¥, set

y=F"(z)

Because

—_

Prob(y < a) = Prob(F ™' (z) < a)
= Prob(z < F(a))
= F(a)

e [ his works when F' is invertible and continuous



